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ABSTRACT
One of the most important health parameters and a critical indicator of the physiological condition of 
people is the heart rate (HR); thus, it is important to monitor. HR estimation from facial videos is a low-
cost, simple, and comfortable method; therefore, it has enjoyed great interest in recent years. In this 
paper, we give a review of some public datasets used in evaluating non-contact HR estimation methods, 
the parameters of HR estimating from facial video system with a set of recent studies that dealt with 
them, review some of recent related reviews and surveys, and finally, the applications of non-contact HR 
monitoring system by a camera. This review shows that the non-contact photoplethysmography method 
attracted more interest since 2013. We can deduce that there was no general-purpose system that can fit 
all types of HR-monitoring, instead, the designer can first select the usage environment, then sets the 
suitable system parameters that are most fulfills the application demands.
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INTRODUCTION

While heart rate (HR) can be monitored through 
some body attached devices,[1] many studies have 
dealt with methods for estimating HR from facial 
videos in recent years; however, their accuracy and 
computational complexity have not yet reached 
the desired standards due to the presence of many 
challenges such as spontaneous facial expressions, 
movement, and changing illumination.
Extracting HR from facial videos is mainly divided 
into two categories: Photoplethysmography (PPG) 
and ballistocardiography (BCG). PPG means the 
extraction of the HR from skin color variation,[2] 
while BCG means the extraction of the HR from 
head motion.[3,4] Both the skin color variation and 
the head motion are due to the internal functioning 
of the heart. HR extraction based on PPG gained 
more research interest than BCG’s HR extraction.
The early methods succeeded in estimating 
HR under controlled conditions that required 
constant and appropriate illumination, the 
person remaining steady without movement, 
and with minimum facial expressions. Hence, it 
is not suitable for real-world applications such 
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as drivers’ monitoring or during exercise. On 
the other hand, there were successful studies in 
estimating HR under realistic conditions and 
achieved promising results,[5,6] but using more 
complex ways than the early methods.
The basic system is composed of an illuminator, 
one camera or more, and a laptop as a processing 
unit with a display as shown in Figure 1a. The 
illuminated person’s face-video is acquired by the 
camera and send to the processing unit to extract 
the PPG signal and then estimate the HR. The 
video is processed in three main stages to extract 
the HR: Face detection and tracking, PPG signal 
extraction and processing, and HR estimation 
as shown in Figure 1b. In the first stage, various 
algorithms such as Haar cascade (Viola and Jones 
method),[7,8] discriminative response map fitting 
(DRMF),[9] and Kanade-Lucas-Tomasi (KLT)[10] 
were used for face detection and tracking. In the 
second stage, the raw-signal is extracted from 
the regions of interest (ROIs) and then processed 
using different methods and filters to recover 
the PPG signal. The final stage job is the HR 
estimation using peak-detection or power spectral 
density (PSD).
Some studies were used other body parts such as a 
finger instead of the face to find the PPG.[11,12]

Researchers may use their local videos or public 
dataset videos, or both of them for a system test. In 
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both cases, there must be a ground-truth source for 
results’ comparison, where some traditional medical 
devices are used to measure the HR throughout the 
experiments such as an electrocardiogram (ECG) 
and a pulse oximetry device.
To characterize the extracted PPG signal from a 
video, there are several used terminologies. The 
most common are: Remote PPG (rPPG),[13-16] 
imaging PPG (iPPG),[17] and PPG imaging (PPGi/
PPGI).[18] In this paper, the term iPPG will be used 
for non-contact methods.
The researches and studies covered in this paper 
were done in the interval between 1967 and 2020, 
as shown in Figure 2.

PUBLIC DATASETS FOR NON-CONTACT 
HR ESTIMATION

The available public databases for evaluating 
non-contact HR estimation methods still limited. 
These datasets are used, but not limited to, in the 
evaluation of the iPPG signal taken from the facial 
video. Here are some of the most used dataset.

MAHNOB-HCI dataset

MAHNOB-HCI dataset[19] is an emotional dataset 
and the most used in the researches,[5,6,20-22] which 
comprises 527 videos for 27 subjects (11 males 
and 16 females), recorded under laboratory 
illumination with limited head movement and 
facial expression. The videos were recorded using 
six cameras with 60 frames per second (fps).

MMSE-HR dataset

MMSE-HR dataset[6] is a part of the MMSE 
dataset.[23] MMSE-HR dataset is also an 
emotional dataset, comprising 102 videos for 40 
subjects, recorded under similar circumstances to 
MAHNOB-HCI dataset.
The ground-truth HR calculations of both 
MAHNOB-HCI and MMSE-HR databases can be 
found using the OSET ECG Toolbox from ECG 
signals included within the datasets.

VIPL-HR dataset

VIPL-HR dataset[20] is a multi-modality database 
that contains 752 near-infrared videos and 2378 
visible light videos of 107 subjects. Nine different 
factors were taken into account, including 
different head movements and lighting conditions. 
Both videos were captured using the Logitech 
C310, RealSense F200, and the front camera of 
the HUAWEI P9 smartphone, and aCONTEC 
CMS60C blood volume pulse (BVP) sensor was 
used to capture the ground-truth HR.

PURE dataset

PURE database[24] consists of 60 video clips 
acquired for ten persons (eight males and two 
females) captured by an eco274CVGE camera. 
The illumination source was the daylight that 
was allowed to enter in various quantities 
through a large window. Different head motions 
were applied, which were steady, talking, slow 
translation, fast translation, small rotation (about 
20°), and medium rotation (about 35°).

Pulse from face (PFF) dataset

PFF dataset[21] was made up of 59 video clips 
for 13 individuals captured by a Nikon D5300 

Figure 2: Histogram for the covered studies in this paper 
per year

Figure 1: (a) General block diagram for non-contact heart 
rate (HR) estimation system. (b) The processing stages for 
HR extraction
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camera. Videos were recorded under dim and 
variation illumination conditions, for different 
body movements.

BioVid heat pain dataset

BioVid heat pain database[25,26] consists of 
physiological data and videos for 90 persons. The 
videos were recorded with 25 fps without imposing 
restrictions on the movement of the participants, 
as the videos included facial expressions and head 
movements.

DEAP dataset

DEAP database[27] is an emotional database in terms 
of stages of valence, arousal, like/dislike, familiarity, 
and dominance. It consists of physiological data for 
32 participants, but the recorded facial videos are 
only for 22 persons. The front facial videos were 
recorded by a SONY DCR-HC27E camera with 
50 fps. The videos were recorded in relatively 
dark surroundings with a variation illumination 
on subjects’ faces, as they watched music videos 
during the experiment. Subjects did not ask to 
remain still; they could move their heads naturally, 
in addition to facial expressions.

UBFC-rPPG dataset

UBFC-rPPG dataset[28] is a public dataset for 
analysis of iPPG signal, which consists of 43 
videos recorded by a webcam (Logitech C920 HD 
pro) with 30 fps. These videos were taken for the 
persons while playing a mathematical game.

SYSTEM PARAMETERS

There are different features for each of the reviewed 
works and can be distinguished through some of 
the design parameters. This section explains these 
system parameters. Table 1 gives a comparison 
summary for the covered studies regarding these 
parameters.

Video Camera

The choice of the camera for filming facial video 
clips depends on the system used to estimate the 
HR; some systems used visible light while others 

used infrared light. It is possible to use more than 
one camera of the same type or of different types 
at the same time. Red Green Blue (RGB), IP, 
infrared, and smartphone cameras were all used 
in the previous works. The most typically used in 
the researches was the webcam because it has low 
cost and available at the hand.
Webcams of different types were used for facial 
video by several researches.[5,29-33]

Other types of cameras were utilized such as RGB 
charged coupled device camera of type USB UI-
2230SE-C of IDS Gmbh,[34] Panasonic Lumix GF2 
camera,[35] Sony camera type HDRPJ260VE,[36] 
Sony camera type DCR-HC27E,[37] Nikon D610 
camera,[38] and Nikon D5300 camera.[21]

FLIR Cricket IP camera[39] and Microsoft Kinect-
IR camera[40] were employed also.
A single smartphone camera,[41] four identical 
Logitech C920 webcam camera,[42] and three 
different types; webcam, smartphone, and 
RealSense cameras in the same system[20] were 
used in other researches.

Color spaces and channels

Most of the videos that were used for HR 
estimation are standard videos,[43] while some 
of them are near infrared videos.[40] Many HR 
estimation methods have used the iPPG signal in 
RGB color space,[5,6,18,21,22,29-31,33,34,37,38,42,44,45] on the 
other hand, other methods were used alternative 
color spaces.[20,32,41] There were researches that 
have used more than one color space.[35,36]

In the studies,[6,18,30,31,33,34,37,42] all the RGB’s 
channels were used to estimate HR, while only red 
and green were analyzed by another research.[22] 
The red channel alone was used sometimes,[29] but 
the green channel gained more interest.[5,21,38,44,45]

Channels of other color spaces were adopted such 
as the Hue channel of the hue saturation value 
color space,[41] the Q channel of the in-phase 
quadrature (YIQ) color space,[32] all the channels 
(Y, U, and V) of the YUV color space,[20] and the 
Y channel of the YCbCr color space.[39]

Multi-color-spaces may be utilized such as the 
use of all the channels of the RGB color space 
in addition to the L channel of the hue saturation 
lightness color space,[35] or full channels of the 
RGB and the YCbCr color spaces.[36]

Niu et al.,[20] were proved in their study that using 
different color spaces gives different accuracy 
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for the same HR estimation method, as shown in 
Figure 3.
It was found that the head motion has much greater 
influence on the intensity than on the chromaticity 
of the recorded video, since the chromaticity 
represents the inherent optical properties of blood 
hemoglobin.[46] Therefore, it is beneficial to choose 
a color space that distinguishes chromaticity from 
intensity such as YUV and YCrCb, to reduce the 
artifacts caused by motion.

Illumination and motion

The human-skin when illuminated gives two types 
of reflection: Spectral reflection and diffused 
reflection. The spectral reflected rays come 
directly from the surface of the skin, showing 
a light source color and do not contain an iPPG 
signal. While the diffused reflection, transmitted 
through the skin and shows discoloration of the 
skin, including differences that occur due to the 

Table 1: A brief summary of the noncontact heart rate estimation studies
Paper Year Camera Color 

space
Channels Illumination Motion Methods Database and results 

(RMSE in bpm)
[31] 2010 Webcam (iSight 

camera)
RGB R + G + B V S ICA Local (1.24)

[34] 2013 RGB CCD (USB 
UI-2230SE-C of 
IDS Gmbh)

RGB R + G + B F S RoverG, 
XoverY, Fixed, 
XsminαYs

Local (0.5/0.4/0.5/0.5)

[35] 2013 Panasonic 
Lumix GF2

RGB + 
HSL

R + G + B 
+ L

V S Feature 
tracking + PCA

Local

[5] 2014 Webcam (iSight 
IPAD camera)

RGB G V
F

E/SM
S

FFT MAHNOB-HCI/VideoHR 
(7.62/1.27)

[29] 2014 Webcam RGB R F - EVM Local

[36] 2015 Sony 
(HDRPJ260VE)

RGB + 
YCbCr

R + G + B + 
Y + Cb + Cr

F S PCA Local

[44] 2015 - RGB G V E/SM ICA MAHNOB-HCI (8.9)

[6] 2016 - RGB R + G + B V
-

E/SM
E/SM

SAMC MAHNOB-HCI/MMSE-HR 
(6.23/11.37)

[30] 2016 Webcam RGB R + G + B V S FFT, ICA, PCA Local

[45] 2016 - RGB G - E/LM Spectral, IBI BioVid Heat Pain (<3)

[37] 2017 Sony DCR-
HC27E

RGB R + G + B V E/LM IVA, M-CCA DEAP (5.0017)

[18] 2017 - RGB R + G + B V LM ICA + JADE Local (4.8)

[41] 2018 Smartphone HSV Hue (0-0.1) V SM FFT Local (4.1617)

[32] 2018 Webcam 
(Logitech C920)

YIQ Q V E/SM MVSGC Local

[42] 2019 Four Webcam 
(Logitech C920)

RGB R + G + B V SM/T/
LM

ICA + machine 
learning

Local (1.43, 0.96)

[39] 2019 FLIR Cricket IP YCbCr Y V S Spatial filtering 
+ temporal 
filtering + FFT

Local (2.07)

[20] 2019 Webcam, Phone, 
RealSense

YUV Y + U + V V E/S/
LM/T

RhythmNet 
(CNN)

MAHNOB-HCI/
MMSE-HR/VIPL-HR 
(4.00/5.03/8.14)

[38] 2019 Nikon (D610) RGB G V S EVM+ FFT + 
peak detection

Local

[40] 2019 Microsoft Kinect 
(IR)

- - D S Matrix 
decomposition 
+ STFT

Local (5.39)

[21] 2020 Nikon (D5300) RGB G V E/SM/S/
LM/T

STFT + TFR + 
CNN

MAHNOB-HCI/VIPL-HR 
(3.08/7.82)

[22] 2020 - RGB R + B V E/SM CNN MAHNOB-HCI (7.45)

[33] 2020 Webcam 
(Logitech C920)

RGB R + G + B V S/LM/T LMS + FFT VIPL-HR/Local 
(26.56/4.67)

bpm: Beat per minute, F: Fixed illumination, V: Variance illumination, D: Dim environment, E: Expression, S: Stable, T: Talk, SM: Slight motion, L: Large motion, -: Not 
mentioned in the research, RGB: Red Green Blue, ICA: Independent component analysis, CCD: Charged coupled device, HSL: Hue saturation lightness, PCA: Principal 
components analysis, FFT: Fast Fourier transform, EVM: Eulerian video magnification, SAMC: Self-adaptive matrix completion, LMS: Least medium square, IBI: Inter-
beat-interval, MVSGC: Multiscale variable-weight SavitzkyGolay combination, M-CCA: Multiset canonical correlation analysis, IVA: Independent vector analysis, 
JADE: Joint approximate diagonalization eigen-matrices, YIQ: Q channel of the in-phase quadrature, CNN: Convolutional neural network, STFT: Short-time Fourier 
transform, TFR: Time-frequency representation, HSV: Hue saturation value
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cardiac cycle. The illumination affects the accuracy 
of HR estimation. Good illumination gives better 
accuracy than dimed or frequent illumination, as 
shown in Figure 4.
Subjects’ head movement, facial expressions, and 
eye blinking are also considered as challenges on 
the iPPG signal extraction.
The reviewed papers show that the illumination 
sources and methods are various in addition to 
persons’ states. Varying quantities of sunlight 
entered through windows,[31] professional,[34] 
natural varying,[35] fixed source,[5] a bright light,[29] 
office fluorescent,[36] constant sunlight,[30] and 
low[40] illumination were used and the persons 
were asked to stay still during the experiments. 
Various illumination was used in Blöcher et al. and 
Sanyal and Nundy,[18,41] with subjects’ movement 
in Blöcher et al.,[18] and minimal movement in 
Sanyal and Nundy.[41] Various illumination and 
the participants were allowed to do reading, 
smiling, and yawning in a range (±10).[32] Normal 

fluorescent to dim illumination was used with 
infants allowing any covering or sleeping position 
for the purposes of research.[38] Mixed fluorescent 
and natural sunlight were applied and the subjects 
were asked to talking, walking, or lying down 
in the room.[42] Bonomi et al.[38] were made the 
participants watched video clips containing 
neutral emotional triggers and were asked them to 
stand still.
The illumination and subjects’ movement for the 
studies that used public datasets explained in the 
second section of this paper.

Processing methods and its efficiency

The processing stage is composed of two main 
phases; the image processing phase that extracts 
the iPPG signal from the facial video, and the 
signal processing phase which is used to calculate 
the HR from the iPPG signal, as shown in 
Figure 5a. Many techniques and procedures were 
adopted in the covered studies here, as shown in 
Figure 5b and c. The image processing consists 
mainly of the face detection and tracking, ROI-
tracking, and the iPPG signal extraction from the 
facial video either from color magnification or 
from small movement magnification. The aim of 
the signal processing phase is to find the best way 
that gives the most accurate HR from iPPG.
Blind source/signal separation (BSS) is one of 
the most conventional methods used to extract 
the iPPG signal from the raw-signal. BSS refers 
to the separation of a collection of signals from 
the mixed-signals when both the source signal 
and mixing process are unknown.[47] The most 
techniques of BSS used in the extraction of 
the iPPG signal are independent component 
analysis (ICA), principal components analysis 
(PCA), dependent component analysis, and 
joint approximate diagonalization eigen-
matrices (JADE). However, the efficiency 
of conventional iPPG methods is readily 
degenerated by noise interference. Recently, 
several deep-learning iPPG-based approaches 
have been introduced, which have shown good 
efficiency against noise.
Poh et al.[31] were reached high degrees of 
agreement between measurements by applying 
ICA based on the JADE algorithm.[48]

A proposed algorithm by De Haan and Jeanne that 
used a robust chrominance-based HR estimation 

Figure 3: The root mean squared error (RMSE) of heart 
rate estimation using different color spaces by RhythmNet 
method [20]

Figure 4: The heart rate estimation errors (in RMSE) 
by RhythmNet method under different illumination 
conditions [20]
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method has shown better results than ICA and 
PCA.[34]

HR was extracted through measuring delicate 
head motion induced at any beat by the Newtonian 
reaction to the flow of blood. The suggested method 
tracked features, on the head and applied PCA to 
decompose their paths into a set of movements 
of components. Then, the component that most 
corresponds to HRs based on its spectrum of 
temporal frequency was chosen. Finally, the 
movement forecasted to this component was 
analyzed and peaks of the paths were identified, 
which correspond to Hrs. The measured HRs was 
very near to the ECG readings.[35]

Li et al.[5] were proposed a processing scenario 
that can reduce the noise due to subjects’ motion 
and illumination’s fluctuation. The proposed 
framework was composed of, DRMF method to 
seek for good ROI, KLT algorithm to track that 
ROI, raw-signal was found by calculating the 
average of the ROI’s green channel value for each 
frame, Normalized Least Mean Squares adaptive 
filter to correct the interference of lighting 
variations, discarding the noisy-signal’s segments 
due to abrupt non-rigid motions, excluding the 
powers of frequencies outside the HR range using 
several time filters, and finally applying Welch’s 
method[49] to estimate the HR frequency. The results 
showed that the proposed framework achieves 
promising results under realistic conditions.

Based on Eulerian Video Magnification (EVM) 
algorithm proposed at SIGGRAPH in 2012, 
Carvalho et al. have applied face tracking, 
decomposition of the pyramid followed by frame 
filtering, then signal amplification to expose 
hidden information and monitor HR.[29]

Yu et al.[36] were estimated HR depending on 
the extracted BVP using PCA algorithm. The 
results showed that the proposed approach was 
able to predict dynamic HR from sequences of 
short videos using fewer computational criteria 
compared to Yu et al.[50]

Lam and Kuno[44] were extracted the iPPG signal 
from two ROIs, selected by voting from multi 
local ROIs, in the green channel then applied 
ICA algorithm. Their method was active against 
illumination fluctuation and subject’s motions 
and showed better results than some previous 
works,[5,31] but it cannot be applied in real time.
Tulyakov et al.[6] were implemented an approach, 
named it as self-adaptive matrix completion 
(SAMC), to dynamically select ROIs for strong 
HR estimation. While discovering the best ROI of 
the face to be used for prediction, SAMC allows 
simultaneous prediction of HR. The method 
used in this research has surpassed modern HR 
estimation methods under realistic conditions.
Rahman et al.,[30] in their study, three different 
methods of signal processing have been 
experimented: Fast Fourier Transform (FFT), 

Figure 5: (a) Video processing stages to get the heart rate. (b) Image processing stage in Li et al., Rahman et al., Bonomi 

et al., Sanyal and Nundy.[5,30,39,41] (c) Signal Processing Stage in Li et al., Rahman et al., Bonomi et al., Sanyal and 
Nundy.[5,30,39,41]

b

a

c
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PCA, and ICA. The results showed a high degree 
of agreement between the presented method and 
reference measurements.
A low latency technique for continuous frame-
based HR prediction was proposed by Rapczynski 
et al. to process and analyze the extracted iPPG 
signals in real-time. They used two different 
techniques to find the right BVP signal: An inter-
beat-interval and a spectral-based technique 
to detect the dominant frequency, which was 
assumed to be the BVP. A combination of skin 
detection and face tracking in short time-windows 
(10 s) was adopted by the researchers.[45]

Qi et al.[37] performed two popular joint blind 
source separation algorithms: Multiset canonical 
correlation analysis and independent vector 
analysis. The results showed that the proposed 
approach was outperformed ICA-based 
approaches.
A developed algorithm by Blocher et al. included 
several signal and image processing techniques 
such as ICA, spatial filtering, and Hilbert transform 
for the signal which used peak detection algorithm 
to estimate the desired parameters. The findings 
of the evaluation showed high accuracy for the 
detection of pulse peak and HR estimation relative 
to the ECG system.[18]

Sanyal and Nundy[41] were utilized Haar cascade 
to detect face and eyes. The raw-iPPG signal was 
extracted by finding the average Hue channel of the 
forehead, and then frequency transformation was 
done on the average pixel. The IIR bandpass filter 
was used to remove unwanted frequencies located 
out of the HR frequencies range (0.8–2.2 Hz). The 
results showed that using Hue channel was more 
accurate than green channel usage.
The YIQ color space was used to extract iPPG 
signal along with the multiscale variable-
weight SavitzkyGolay combination, which is a 
mathematical model for signal extraction in the 
time domain with minimized noise disruption 
due to illumination changes, motion, and 
facial expression. Good results were obtained 
with comparison to the gold-standard way of 
recording signals from a finger-tip through a pulse 
oximeter.[32]

The proposed method, by Ghanadian et al., to 
find HR for persons in movement state using a 
single camera[51] was further developed using 
4-cameras.[42] ICA was used to separate the RGB 
signals into three components, and then the 

machine learning approach to choose the best 
iPPG signal. Compared to, the state-of-the-art 
status of the subject in movement, the proposed 
method reduces the RMSE by 18%.
Bonomi et al.[39] utilized an approach of three 
phases: spatial filtering, temporal filtering, and 
frequency analysis. In the first phase, the Haar 
cascade, DRMF, and KLT algorithms were used for 
face detection and ROIs tracking. Down sampling 
and blurring filters were adopted as processes for 
spatial filtering to enhance the most important 
ROIs’ color components. Then, the Y-component 
of the YCbCr color space was extracted. In 
the second phase, the mathematical average of 
every ROIs Y-component was computed. The 
signals contained the pulse were added, but that 
classified as the source of noise were subtracted, 
and then the result has normalized. The approach 
presented in Li et al.[5] was applied to rectify 
the time-domain signal from non-rigid motions, 
where each temporal window was divided into 
samples, and the standard deviation (SD) was 
computed for each window. The highest SDs for 
30% of the samples have been discarded, where 
the others were concatenated. In the last phase, 
a bandpass filter (0.67 and 1.67 Hz) was used to 
remove the signal elements out of the HR band. 
Then, the Welch’s PSD[49] was applied. Their 
approach showed promising results in the quality 
of experience analysis.
Niu et al.[20] named a method RhythmNet for HR 
estimation from the facial videos. RyhthmNet 
was a learning approach that used a spatial-
temporal representation to encode the HR signals 
from the ROIs as inputs. For HR estimation, the 
spatiotemporal representations were then fed into 
a convolutional neural network (CNN). Promising 
HR estimation precision was reached with this 
method.
A research on HR estimation for infants was 
conducted by Gibson et al. using a modified 
EVM technique to magnify the captured videos. 
After that, the pixels’ average of the R, G, and B 
channels of the selected ROIs was computed, and 
the averaged signal of the G channel was chosen 
to estimate the HR signal. FFT was then used, 
followed by a band-pass filter with frequencies 
0.5–3 Hz. Then, the inverse FFT, and peak 
detection was performed.[38]

Martinez et al.[40] presented a simple method to 
estimate, instantaneous HR (iHR) based on matrix 
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decomposition using an IR camera to overcome 
the illumination problems. The experiments were 
showed that the recovered signal matched the 
ground truth iHR with minor proportional errors.
A method consists of four steps was presented by 
Hsu et al.[21] In Step 1, the face was detected and 
tracked and the required ROIs were identified. 
In Step 2, the average of the green channel 
was computed from the ROIs, and three-stage 
sequential filtering was applied: Light rectification, 
trend elimination, and signal amplification. The 
Short-Time Fourier Transform was used in Step 
3 to translate the 1D filtered signal to 2D Time-
Frequency Representation (TFR) to describe 
frequencies through short periods of time. In the 
last step, a deep CNN was explored to resolve the 
learning problem of the HR estimation, which was 
formulated by the 2D TFR. Their results ranked 
at the top of the list in comparison to eight other 
related approaches.
Song et al.[22] proposed an iPPG approach with 
CNN. The approach was used to map the image of 
the HR feature to the equivalent HR value through a 
ResNet-18 network using a feature decoder method. 
Using pulse signals derived from traditional iPPG 
techniques, the images of the spatiotemporal 
feature were built in a time-delayed way. The CNN 
model was trained first with images of synthetic 
features extracted from BVP or ECG signals. Then, 
it was further refined with images of real features 
produced by noise-contaminated iPPG pulses. The 
findings indicate that, overall, the best performance 
was obtained by the presented approach relative to 
several other typical-iPPG methods.
Zhao et al.[33] were presented a method of four 
phases.
In the first phase, the KLT algorithm was used to 
track the manually selected ROI in the first frame. 
Then, the average of each channel was computed 
for the ROI. In the second phase, the preliminary 
pulse was extracted using a statistical learning 
approach to determine the direction of projection. 
In the third phase, motion artifact was removed 
using least medium square. In the last phase, the 
PSD was computed using FFT and modulated 
using a weight function created by the Gaussian 
distribution, determined by the previous estimates 
of the HR. The proposed algorithm exceeded 
the state-of-the-art algorithms by a wide margin 
in terms of signal-to-noise ratio and accuracy, 
particularly when large motion occurs.

RELATED REVIEW AND 
SURVEYPAPERS

In 2014, Kranjec et al.[52] presented a concise 
summary of the two conventional approaches, ECG 
and PPG, and later on focused on the approaches 
of non-contact HR measuring with capacitive 
coupled ECG, optical vibrocardiography, Doppler 
radar, thermal imaging, HR from speech, and 
RGB imaging. The research represented a 
comparative analysis of these approaches, thus 
outlining their benefits and drawbacks. All of the 
approaches mentioned have been effective and 
capable of delivering the requested information in 
a specific environment and with certain accuracy 
and reliability. Although all of the approaches 
mentioned relied on the extraction of heart activity 
parameters from one individual, the RGB imaging 
approach has been effective in HR measurement 
from at least three individuals at the same time. 
The complexity of the discussed methods has 
differed; the process was most challenging in the 
approaches: HR from speech, thermal imaging, and 
RBG imaging. The advantages of RGB imaging 
discussed methods were multiple subjects and a 
low-cost sensor, while the disadvantages were 
complex algorithms and low temporal resolution. 
The advantage of thermal imaging reviewed 
papers was a passive non-contact approach, while 
the disadvantages were an expensive sensor and 
low temporal resolution. The studies covered in 
this paper were performed over the years from 
1981–2014 as depicted in Figure 6a.
In 2016, Sikdar et al.[53] did a comprehensive 
review of video and image-based HR estimation 
approaches. Five state-of-the-art approaches 
on a homogeneous platform were implemented 
and evaluated with a large dataset in different 
environmental conditions. Through evaluation, 
they observed that none of these approaches can 
estimate accurate HR at all kinds of conditions, 
therefore, may not be appropriate for clinical 
environments unless optimized further, however, 
home-based non-clinical applications may be 
used. Among the five approaches that were 
implemented and benchmarked, LE by Wei 
et al.[54] was the strongest followed by the optimized 
Balakrishnan’s approach[35] (PCA+FFT) presented 
by Irani et al.[3] (PCA+DCT). The authors of this 
paper believed that the contributions made by the 
discussed studies (2007–2015) in their paper are 
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important and they may open up fresh research 
dimensions. They also stated that with significant 
progress in optical camera technology, researchers 
could obtain extra accurate information from head 
tracking or skin color. They covered many studies 
over the years from 1897 to 2015, as shown in 
Figure 6b.

The published paper at 2017 by Hassan et al.[55] 
critically reviewed the progress of the state-of-
the-art in HR estimation using facial video. They 
have studied the two predominant concepts of 
HR measurement, PPG and BCG. They also 
discussed the principles and theories underlying 
each of these methods on measuring HR from 

Figure 6: (a-j) Studies covered in the review and survey papers per year
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video. Certain methods were experimented, with 
cross-validated, and evaluated their reliability 
under realistic-situations. They concluded that 
BCG-based techniques showed encouraging 
outcomes, but inconsistent extraction of features 
was a major downside to the reliability of the 
approach, whereas lighting stability was one of 
the major advantages of BCG-based approaches. 
They stated that iPPG signal extraction from 
multi-ROI had increased the overall signal power. 
The authors think that, many improvements 
must be made to measure HR under realistic-
situations; more attention should be paid to 
correcting spatial and temporal lighting contrast 
and motion contrast caused by changing body 
position. They proposed the following solutions 
to increase the reliability of HR estimation 
from facial video: Merging the features of 
both BCG-based method used in the paper[56] 
and the iPPG-based methods presented in the 
studies,[44,57] might overcome the limitations of 
the approaches related to motion contrast and 
illumination contrast. The published papers in 
the interval 1940–2016 were covered in this 
review, as depicted in Figure 6c.
In 2017 too, Al-Naji et al.[58] reviewed and 
compared the newest, most promising remote 
HR measuring methods of Doppler radar, video 
imaging, and thermal imaging. They discussed 
their features and limitations under various 
circumstances. In addition, the study summarized 
the performance of these approaches in a table with 
respect to the subject movement, noise artifacts, 
the number of ROIs, detection range, biological 
effects, multiple subjects, and cost. The study 
explained that all the discussed approaches could 
be effective alternative methods to traditional 
contact measuring ways used in clinical and 
biomedical environments. The authors believed 
that a computer vision-based system using a 
video camera with visible light offers advantages 
where the system cost, subjects’ safety, detection 
of multiple subjects, long-term monitoring, 
and long-distance are the main considerations. 
This review covered the related works through 
1986–2017 and they are shown as a histogram in 
Figure 6d.
The year 2018 attracted many researchers to 
review the published activities in this field, 
among them was Wang et al.[59] whom described 
and evaluated several works about HR-

monitoring through videoing along the period 
2008–2018. The framework used in the article 
consisted of three stages: Processing the face 
video, extract the BVP signal from the face, and 
HR estimation. According to every stage, the 
presented methods were classified and grouped. 
MAHNOB-HCI dataset was used to evaluate 
and compare the performance of the presented 
methods. Results were shown that skin area 
extracting, BSS, and peak detection are the most 
robust methods for HR estimation with head 
motions. From the point of view of the authors 
of this article, the state-of-the-art methods are 
not strong enough under naturalist situations and 
still cannot estimate HR in real-time; machine 
learning approaches could be powerful and 
accurate for remote HR estimation even under 
naturalist situations, with the deep learning 
develop. The studies covered in this paper were 
distributed over the years from 1939 to 2017, as 
shown in Figure 6e.
Another survey paper was prepared by Unakafov 
in 2018.[60] It contains comparisons of HR 
estimation methods using iPPG extracted from 
the DEAP dataset videos. They were mentioned 
that the DEAP database has many features 
as its videos are of good enough quality and 
allow more accurate HR estimation than the 
MMSE-HR and MAHNOB datasets, and also 
this dataset can be used to verify the estimation 
of HR variability and respiratory rate from iPPG. 
They also mentioned two drawbacks of the DEAP 
dataset for iPPG extraction, which are: First, as 
a reference, just contact-photoplethysmogram 
is available, although more accurate ECG 
would be preferred; second, a limited number 
of motions in DEAP videos lowers the utility of 
this dataset for examining face-tracking methods 
and suppressing motion defects. A framework 
consisted from five steps for iPPG-based HR 
estimation were proposed, which was used to 
compare various approaches for iPPG analysis; 
best HR estimation was achieved when using the 
POS method[61] to extract iPPG and continuous 
wavelet transform for HR estimation. The studies 
over 1997–2017 were covered in this paper as 
swept in Figure 6f.
In 2018, Zaunseder et al.[62] provided another 
review paper to overview the background of 
the acquired cardiovascular parameters using 
contactless cameras, and realizations. They also 



AJCSE/Jan-Mar-2021/Vol 6/Issue 1 11

Ali and Aziz: A Survey on non-contact heart rate estimation

gave extensive information on the extremely 
popular application of this technique, outline 
additional concepts, and critically discussed the 
state at that time. Figure 6g depicts the reviewed 
studies throughout the years from 1981 to 2018.
The last survey paper of 2018 that we present here, 
is produced by Rouast et al.[63] whom reviewed the 
growth of the iPPG studies since its appearance in 
2008 until 2016 and described them based on head 
motion and skin color. They also classified iPPG 
methods and derived a framework that offered a 
summary of modular steps to enable practitioners 
to design iPPG algorithms that satisfy their special 
requirements. Discussed literature was tabulated 
on the basis of a contribution to the domain and 
the used algorithm, for the first time. The two 
key problems discussed in the iPPG were; the 
robustness of the algorithm in relation to subject 
noise and poor signal strength processing due 
to lighting and skin types. According to the 
viewpoint of this review authors, future iPPG 
algorithms should trade-off between the quantity 
of information processed and the complexity of 
the algorithm, since real-time applications would 
constraint computation time. The covered studies 
in this paper, from 1937 to 2016, are shown as a 
histogram in Figure 6h.
In 2019, Khanam et al.[64] published a review 
on camera-imaging-based techniques of recent 
works, where various studies focused on motion 
and color-based approaches have been discussed. 
Then, various aspects of color-based techniques 
were monitored, for example, illumination 
variations, motion artifacts, alternate sensors, 
various vital-signs, different subjects, multiple 
subjects, multiple ROIs, and long-distance. In 
addition, possible applications of iPPG were 
described in both environments, clinical and non-
clinical environments. The gaps and difficulties of 
the discussed studies were also established and the 
authors provided some pointers for future works. 
It emerged from this study that simultaneous 
multi-subject monitoring, automatic multi-ROIs 
selection, noise artifact removal induced by both 
motion and illumination variations, multi-camera 
fusion, publicly available datasets, and long-
distance detection are topics that need a study yet to 
develop many real-world applications. According 
to the viewpoint of authors of this paper, computer 
vision-based approaches could be hygienic, robust, 
reliable, cost-effective, safe, and suitable for long-

term and long-distance monitoring methods for 
non-contact physiological assessments. This paper 
could be a road for new researchers to discover 
and understand the gaps and challenges in recent 
studies. The studies covered in this paper were 
performed over the years from 1937 to 2019 and 
sketched as a statistical form in Figure 6i.
The last review of the literature included in 
this paper is the one presented by Karmuse and 
Kakhandki in 2020.[65] They described a review 
of real-time methods to measure HR using a 
laptop computer’s USB webcam. The researchers 
pointed to the possibility of using this technology 
to develop personal healthcare and telemedicine. 
The histogram of the covered studies over the 
years from 2011 to 2017 is shown in Figure 6j.

Applications

Non-contact HR monitoring by a camera has 
many applications in clinical and non-clinical 
environments, such as sleep monitoring, driver 
monitoring, infants and elderly monitoring, 
telemedicine, and stress detection as summarized 
in Table 2.

CONCLUSION

While HR estimation from a face video is a low-
cost, simple, and comfortable method, it is a 
difficult problem in less-constrained scenarios 
due to head movement, variations in illumination, 
and sensor variety. The conventional methods 
succeeded in estimating the HR but under 

Table 2: Noncontact HR monitoring applications
Paper Application
[66-70] Monitoring infants in the NICU

[71] Prevention of sudden infants’ death syndrome and 
detection of heart attack and stroke in the elderly at 
home (telemedicine)

[72] Screening of infective people with seasonal influenza 
or COVID-19 in mass gathering places

[73,74] Sleep monitoring

[75,76] Sleep apnea monitoring and detection

[77] A rapid examination of patients suspected of having 
infectious diseases

[78,79] Monitoring during fitness exercise

[80-85] Driver monitoring

[86] Emotional and stress states

NICU: Neonatal intensive care unit, HR: Heart rate
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controlled conditions. Researchers are continuing 
attempts to find methods for estimating HR in real 
conditions for this method to become reliable and 
approved. Recent methods used deep-learning 
iPPG-based approaches and showed clear 
improvement in estimating the HR under realistic 
conditions, but with more complex calculations 
than the conventional methods.
The available public databases that can be used to 
test the efficiency of HR estimation methods are 
limited and do not contain major movements to be 
used as a real test representing realistic conditions. 
MAHNOB-HCI dataset is the most database used 
in researches.
Non-contact HR monitoring by a camera has 
many applications in clinical and non-clinical 
environments, such as sleep monitoring, 
sleep apnea monitoring, driver monitoring, 
telemedicine, emotional and stress detection, 
screening of infective people with seasonal 
influenza or COVID-19 in mass gathering places, 
prevention of sudden infants’ death syndrome at 
home, and detection of heart attack and stroke in 
the elderly.
We think that to reach practical systems for HR 
monitoring through videoing, the application 
environment should be specified first, then the 
appropriate system parameters and processing 
algorithms in addition to displaying methods. 
This strategy could give the most suitable system 
for a certain application; however, a given system 
may fit to more than one application. For example, 
real-time operation may be critical in some 
applications, while person’s movement cannot be 
avoided in others and so on.
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